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Abstract: Artificial intelligence is transforming digital banking worldwide, prompting regulators 

to reconcile innovation with legal safeguards. In Asia, fintech hubs like Singapore, China, India, 

and Japan are shaping unique responses that reflect national priorities and regulatory 

philosophies [1]. This article applies an IMRAD structure to examine regulatory approaches, 

highlight key legal challenges, and suggest a path toward trustworthy AI in banking. The study 

draws on comparative legal research, synthesizing policy documents, statutes, and scholarly 

commentary [2]. Results reveal varying models—from principles-based guidelines in Singapore 

to binding algorithm rules in China—yet all focus on fairness, accountability, transparency, 

privacy, and consumer protection [3]. Discussion finds convergence on core ethical requirements, 

but implementation differences persist [4]. The article concludes that fostering trustworthy AI 

demands a balanced approach incorporating strict data protection, robust oversight, and 

regulatory sandboxes to encourage responsible innovation [5].  
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Introduction 

Artificial intelligence has rapidly permeated banking services in Asia, powering customer 

chatbots, automated credit scoring, robo-advisory, and fraud detection systems [1]. While these 

innovations promise efficiency gains, they raise concerns about opaque decision-making, 

algorithmic bias, consumer privacy, and systemic risk [2]. Regulators worldwide attempt to craft 

governance frameworks to ensure AI’s trustworthiness—defined as compliance with legal, 

ethical, and technical standards [3]. Asia’s diversity in legal and financial systems presents a 

valuable laboratory for examining varied strategies, from Singapore’s soft-law ethical codes to 

China’s prescriptive algorithm regulations [4]. At stake is the future of digital banking’s reliability 

and fairness, which impacts consumer confidence and financial stability. 

In response, multiple Asian regulators have begun issuing guidelines or imposing rules to govern 

AI’s deployment in finance. Yet their approaches diverge significantly, reflecting national legal 

cultures and policy priorities [5]. Singapore’s Monetary Authority pioneered the FEAT Principles 

to promote fairness and transparency in AI-driven services, while China’s Cyberspace 

https://semantjournals.org/index.php/AJBP
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Administration of China introduced binding administrative measures covering algorithms and 

generative AI [6]. This article examines these developments using a comparative legal research 

methodology. Specifically, it highlights how key jurisdictions—Singapore, China, India, and 

Japan—are navigating legal and ethical concerns around AI in banking. The article uses an 

IMRAD structure. After introducing the research context, we outline our Methods, present Results 

of our jurisdictional findings, then discuss broader themes and implications for fostering 

trustworthy AI. 

Objective and Research Questions 

This paper aims to answer two questions. First, how do major Asian jurisdictions regulate AI-

driven digital banking, and to what extent do they align with global norms like transparency, 

fairness, accountability, and privacy? Second, what challenges persist in ensuring AI meets legal 

expectations of trustworthiness and consumer protection? 

Methods 

This study uses comparative legal research to evaluate diverse regulatory frameworks in Asia 

[7]. Primary sources include statutes, regulations, policy papers, and official guidance issued by 

financial regulators and government authorities. Secondary sources—peer-reviewed law journal 

articles, organizational reports from the Bank for International Settlements, and think-tank 

publications—were consulted for context [8]. The jurisdictions of Singapore, China, India, and 

Japan were selected due to their sizeable financial markets, advanced fintech ecosystems, and 

progressive AI initiatives [9]. Additional references to Hong Kong complement the analysis. 

Data were gathered via legal databases and governmental websites from 2018 to 2024, focusing 

on material relevant to AI governance in banking [10]. The collected documents were coded into 

thematic categories: bias/fairness, explainability, data privacy, consumer protection, and 

regulatory innovation mechanisms [11]. We compared each jurisdiction’s legal tools (hard law vs. 

soft law), enforcement mechanisms, and policy rationales to identify patterns [12]. Key findings 

were placed in a cross-jurisdictional matrix and then synthesized. The Results section provides an 

overview of each jurisdiction’s approach. The Discussion interprets and critiques these findings, 

relating them to global trends. 

Results 

Singapore 

Singapore adopts a principles-based approach to governing AI in banking [13]. Although it has 

no AI-specific law, the Monetary Authority of Singapore (MAS) released the FEAT Principles 

(Fairness, Ethics, Accountability, and Transparency) in 2018 to guide ethical AI deployment [14]. 

These principles emphasize testing algorithms for discriminatory outcomes, disclosing key model 

factors to customers, and maintaining human oversight [15]. Concurrently, Singapore’s Personal 

Data Protection Act (PDPA) applies to AI-based personal data processing, requiring consent, 

purpose limitation, and accountability [16]. In 2020, the government published its Model AI 

Governance Framework, outlining practical steps like risk assessment, stakeholder 

communication, and auditability [17]. 

While compliance remains voluntary, MAS supervises banks’ progress, encouraging internal 

governance teams and independent audits [18]. Singapore also uses regulatory sandboxes, letting 

fintech innovators test AI applications under controlled conditions [19]. This strategy aims to 

foster responsible AI without stifling invention. Observers praise Singapore’s balanced stance, 

though critics note voluntary guidelines risk inconsistent adoption [20]. 

 

China 
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China has taken a more prescriptive route to AI regulation [21]. The Cyberspace Administration 

of China (CAC) issued the Provisions on the Administration of Algorithmic 

Recommendations (2022), mandating providers disclose algorithm features and offer users the 

ability to opt out of automated personalization [22]. The Personal Information Protection Law 

(PIPL) (2021) further addresses AI-driven decisions by granting individuals the right to request 

explanations for significant automated decisions and ensuring non-discriminatory algorithmic 

outputs [23]. These rules extend to banks deploying AI for credit approvals, underwriting, or risk 

profiling [24]. 

In April 2023, China enacted Interim Measures for Generative AI Services, requiring providers 

label AI-generated content and comply with security assessments [25]. Analysts suggest this top-

down model underscores China’s desire to control potential harms from unregulated AI while 

safeguarding data sovereignty [26]. By legally obligating transparency and fairness, Chinese 

regulators can penalize non-compliance. However, critics warn that overly strict rules could 

hinder innovation [27]. 

India 

India’s AI governance in digital banking is in development [28]. Historically, no dedicated AI 

statute existed, and enforcement relied on general consumer protection, banking regulations, and 

IT laws [29]. However, the Reserve Bank of India launched a FinTech Regulatory Sandbox in 

2019, admitting AI-based credit-scoring platforms and payment solutions [30]. This sandbox 

approach offers restricted testing environments while regulators observe and guide risk controls 

[31]. 

In 2024, the RBI formed the FREE-AI (Framework for Responsible and Ethical AI) committee to 

devise official guidelines on bias, explainability, and accountability [32]. Simultaneously, India 

passed the Digital Personal Data Protection Act (DPDP Act) 2023, imposing obligations for 

lawful processing and protection of personal data [33]. Although the act does not explicitly detail 

AI rights—like the “right to human review”—it paves the way for data protection in automated 

banking decisions. Ongoing discussions suggest India may adopt a hybrid approach, blending 

self-regulation with targeted statutory requirements for high-risk AI. 

Japan 

Japan has traditionally promoted technological innovation (including AI in finance) under existing 

laws, but is now actively developing a governance approach for AI in the financial sector. 

There is no AI-specific financial regulation yet; however, Japanese authorities have signaled the 

need for guidance to encourage “sound utilization” of AI while managing its risks. In March 2025, 

Japan’s Financial Services Agency (FSA) published an AI Discussion Paper outlining 

preliminary views on AI use in financial services. The FSA acknowledges that advanced AI 

(especially generative AI) can greatly improve efficiency and customer experience in banking, 

contributing to economic growth [22]. At the same time, it recognizes emerging risks—such as 

misuse of AI for fraud or the spread of misinformation—and notes that banks may hesitate to 

adopt AI due to regulatory uncertainty and risk concerns. To prevent this, the FSA is taking a 

collaborative approach: the paper solicits public and industry feedback on how to craft AI 

governance that strikes an optimal balance. While no binding AI law exists, Japan’s Act on the 

Protection of Personal Information (APPI) requires data minimization, consent, and data subject 

rights that apply to AI processes [17]. The FSA is expected to integrate new AI oversight 

mechanisms into its supervisory framework, aiming for consistent risk assessments across banks. 

Officials highlight the need to balance consumer trust with fostering technological progress. 

 

Discussion 
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The results showcase varying approaches to AI governance in Asian banking. Three core themes 

emerge: 

1. Ethical Principles vs. Hard Law: Singapore’s FEAT Principles and Japan’s discussion-based 

approach rely primarily on soft law, leveraging industry collaboration and moral suasion. 

China, by contrast, uses state-driven legislation imposing precise obligations for transparency, 

data handling, and non-discrimination. India stands in between, shifting from general IT laws 

to more specialized frameworks[12]. While soft law encourages innovation and flexible 

adaptation, it can suffer from low enforcement. Hard law, conversely, clarifies legal 

responsibilities but risks stifling beneficial applications. 

2. Regulatory Sandboxes and Innovation: Jurisdictions increasingly adopt sandboxes to pilot 

AI-driven banking tools in a controlled environment. Singapore and Hong Kong pioneered 

this model; India’s FinTech Sandbox soon followed. Sandboxes enhance regulator knowledge 

and let developers refine risk controls prior to market rollouts[4]. This method fosters trust by 

providing real-world test data while preventing large-scale consumer harm. Asian regulators 

broadly see sandboxes as a win-win strategy, facilitating responsible AI and bolstering local 

fintech ecosystems. 

3. Data Privacy, Bias, and Explainability: All jurisdictions insist on robust data protection as 

foundational to trustworthy AI. Yet explainability remains challenging, as advanced models 

like deep neural networks are inherently complex[20]. Regulators encourage banks to develop 

interpretable features, especially in consumer-facing algorithms, to avert discriminatory 

outcomes and ensure accountability. The push for fairness responds to documented cases 

where AI credit scoring disadvantages certain groups. Legal tools such as algorithmic audits 

and impact assessments are emerging but not uniformly mandatory. 

Despite these efforts, multiple challenges persist. First, the “soft law” nature in places like 

Singapore and Japan can lead to gaps in enforcement and minimal deterrence for non-compliant 

firms. Second, Asia’s regulatory fragmentation may create compliance burdens for cross-border 

banks, necessitating alignment with multiple overlapping rules. Finally, fast-evolving AI 

technologies (e.g., generative AI, deepfakes) outpace current laws, requiring agile revisions[31]. 

Policy Implications 

To enhance AI trustworthiness, Asian regulators could consider strengthening cross-jurisdictional 

collaboration, harmonizing key definitions and ethical criteria. They may benefit from adopting or 

adapting global guidelines, such as the OECD AI Principles or the EU’s proposed AI Act, 

ensuring consistency and facilitating trade[25]. Mandated frameworks for algorithmic 

transparency and bias testing could reinforce consumer protection while addressing bankers’ 

uncertainty. In parallel, regulatory sandboxes should expand to cover emerging AI technologies 

and incorporate formal data-sharing agreements with regulators. Policymakers should also 

encourage financial institutions to implement independent AI ethics oversight boards that 

regularly review models for fairness and compliance[29]. 

Conclusion 

In Asia’s dynamic financial landscape, regulators strive to ensure AI in digital banking is 

equitable, transparent, and privacy-respecting. Singapore’s principle-based guidance, China’s 

mandatory regulations, India’s emerging hybrid model, and Japan’s consultation-driven approach 

each reflect nuanced legal cultures. A unifying trend is the commitment to core “trustworthy AI” 

standards: fairness, accountability, transparency, and consumer protection. While Asia’s 

regulatory mosaic is complex, it provides a fertile ground for legal experimentation, potentially 

shaping global best practices[33].. Harmonizing these efforts and continuously updating policies 

to match AI’s rapid evolution will be essential. By embedding robust legal safeguards alongside 



                                         ( American Journal of Education and Evaluation Studies) 

 

American Journal of Education and Evaluation Studies 307 

industry collaboration, Asia can position itself at the forefront of responsible, human-centric AI in 

banking. 
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